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Globally, forest fires remain a significant threat to human and environmental wellbeing.
Towards mitigating the impacts of forest fires, it is critical that accurate and updated infor-
mation regarding not only the fire line, but also nearby human settlements, vegetation, and
water sources is reported quickly to emergency services. However, while existing UAS-based
fire detection methods are effective, they largely do not report the contextual environmental
information necessary to best serve nearby communities in disaster response. Additionally,
modern advancements in deep learning offer new approaches for image segmentation which
may improve classification accuracy beyond current pixel-wise indices. In this work, we bench-
mark the performance of these modern segmentation techniques in locating both fire lines
and environmental features in historical Autonomous Modular Sensor imagery. Furthermore,
we augment these outputs with satellite imagery segmentation towards developing a robust
contextual mapping tool for rapid emergency fire response and decision making.

I. Nomenclature

AMS = Autonomous Modular Sensor

CNN = Convolutional Neural Network

FCN = Fully Convolutional Network

IR = Infrared

P,R,IoU = Precision, Recall, Intersection over Union
RCNN = Region-Based Convolutional Neural Network
RGB = Red, Green, Blue

™ = Thematic Mapper

UAS = Unmanned Aerial Systems

UAV = Unmanned Aerial Vehicle

VIIRS = Visible Infrared Imaging Radiometer Suite
A = predicted mask

Agt = ground truth mask

FN = false negative

FP = false positive

TP = true positive
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II. Introduction

Wildfires, defined as uncontrolled fires in natural areas, remain highly prevalent in the United States, with more
than 59 thousand reported fires and 10 million acres burned in 2020 alone [1]]. Ongoing climate change, in particular,
has made these fires more unpredictable [2, 3], leading to devastating impacts in nearby communities and ecosystems
[1} 4]. To best mitigate the impacts of uncontrolled forest fires and improve situational awareness, emergency response
teams require information regarding not only the fire line, but also nearby human settlements, vegetation, and water
sources [} 16]. However, existing methods and data sources for active fire spotting are insufficient for providing all of
these products in a timely and accurate manner. For example, satellite images may be readily available for situational
mapping, but provide an outdated view of current land features. Alternatively, UAS-based fire detection methods are
efficient and accurate, but largely do not report the contextual environmental information necessary to best serve nearby
communities in disaster response [7]]. In addition to these shortcomings, current approaches for segmentation of fire
hotspots primarily use index-based techniques [8]]. These techniques are effective, but could be further verified and
validated using additional labels generated through recently-developed deep learning models, which have been applied
to numerous remote sensing and vision tasks in prior literature [9]]. In this work, we improve upon prior research in
wildfire spotting by benchmarking the performance of modern deep learning segmentation techniques in locating both
fire lines as well as environmental features in UAS-mounted AMS imagery [[10]. This imagery, primarily capturing
historical wildfires in California, is augmented with remote sensing products to train deep learning networks for wildfire
and land feature segmentation, and the results of the analysis are used to develop a robust contextual mapping tool for
rapid emergency fire response and decision making.

I11. Related Work

Research in vision-based fire spotting broadly falls under either risk prediction or active monitoring methodologies
[L1]. Active UAS-based monitoring approaches, in particular, have been extensively studied with a variety of onboard
sensor instruments [[12]. Visible, IR, and multispectral sensors have been commonly utilized, each with unique benefits
and constraints [[13]]. IR sensors, for example, can accurately detect heat, but are prone to false positives from sunlight
reflection. Alternatively, multispectral sensors utilized in AMS imagery capture a comprehensive 16 spectral bands, but
are limited in deployment by their physical weight. The choice of sensor typically guides the visual processing methods
used to detect wildfires from collected data.

Several studies aim to develop methods for wildfire segmentation using UAV for IR surveillance. Martinez-de
Dios et al. [14]] develop an IR-based fire detection approach through pixel thresholding of high intensity regions, but
find that the approach risks false positives from other heated objects within view. Yuan et al. [15] improve upon
this IR-based approach through both histogram-based segmentation and optical flow methods to filter candidate fire
regions. Alternatively, fire segmentation in UAV-mounted visible spectrum cameras has been studied using thresholding
of RGB regions, which has similar issues in false positive rates [16]]. Generally, these color segmentation methods,
while effective in isolated settings, have similar limitations in deployment that limit their use. Most notably, they lack
robustness across a variety of environments, such as the type of fire, the time of day, and the spatial movement, leading
to false positives or poor generalizability [13,[17]. Additionally, these methods typically do not apply to contextual
segmentation outside of the fire region of interest.

More recently, deep learning-based segmentation methods have been used to improve the robustness of fire spotting
in unstructured settings. Akhloufi et al. [18]], for example, propose a deep CNN for wildfire segmentation, while Yuan et
al. [19] and Frizzi et al. [20] find accurate segmentation performance from developed networks for smoke segmentation,
albeit in simpler image settings. Alternatively, Zhao et al. [21] compare performance of fire segmentation across various
CNN models in UAV-mounted wildfire imagery, and achieve up to 98% validation accuracy. However, while these
deep learning-based approaches show good results in fire and smoke segmentation, they largely fail to incorporate
segmentation of other contextual environmental features. Studies in satellite-based segmentation, on the other hand,
have focused on environmental features such as human development, vegetation, and waterways [22} 23], but no such
study has aimed to benchmark performance of modern segmentation techniques in UAS imagery for use in wildfire
spotting.

IV. Methodology
The proposed methodology detailed below was comprised of four main steps. The first step was to extract, resample,
and composite the original AMS imagery to use with remote sensing imagery in the image segmentation architectures.
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